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METHOD AND DEVICE FOR
IMPLEMENTING VITERBI DECODING

FIELD OF THE INVENTION

The present disclosure relates to the field of communica-
tion, in particular to a method and a device for implementing
Viterbi decoding.

BACKGROUND OF THE INVENTION

In wireless transmission, the received data contains a large
amount of error codes as the channel is relatively poor. There-
fore, transmission signals must be encoded and error cor-
rected. The purpose of channel encoding is to resist against
various noises and interferences during the transmission pro-
cess, by adding redundant information manually, a system is
provided with a capability of automatic error correction, so as
to guarantee the reliability of digital transmission. With the
development of the wireless digital communication technol-
ogy and the appearance of high-rate strong-abruptness ser-
vices, people propose more demanding requirements on the
error correction encoding technology.

At first, error code correction is mainly concentrated in
linear block codes based on algebraic theory, and then Ham-
ming codes, RS codes, cyclic codes or the like. However,
effect in solving practical problems is limited. Register is
introduced into the encoding process of convolutional codes
appearing in the fifties, and correlation between code ele-
ments is added, so that a higher encoding gain than that of
block codes is obtained under a same complexity. There are
three grid termination policies for convolutional codes:

Direct truncation: no any information about the final state
of grid is provided to the decoder;

Zero termination: tail bit 0 is added behind the information
bit and then encoding is carried out, in order to ensure that the
grid returns to a specific state 0;

Tail biting: it has a special way—zero termination, the
main feature of which is that no tail bit needs to be added. Tail
biting means that: before one code block is encoded, the
initial state of the convolutional code encoder is set as the final
several bits of the code block, for cyclic convolutional codes,
after the encoding process ends, the encoder returns to the
initial state, so the decoding grid may be regarded as a circle,
initialization may be realized in the case of decoding at any
position of the circle, therefore, the corresponding decoding
may be regarded as spinning cyclic decoding.

For convolutional encoding, there are many corresponding
decoding algorithms, but among these algorithms, the most
effective and most practical decoding algorithm is maximum
likelihood decoding, i.e., Viterbi decoding algorithm. In order
to improve the code rate of convolutional codes and meet the
application of high-speed systems such as Long Term Evo-
Iution (LTE), tail biting convolutional encoder is employed in
most solutions, the corresponding convolutional decoder
needs larger storage space, and the complexity of calculation
is also higher.

SUMMARY OF THE INVENTION

The main purpose of the present disclosure is to provide a
method and device for implementing Viterbi decoding, in
order to save the storage space of calculation for the convo-
Iutional decoding and improve the working efficiency of
decoding.
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The present disclosure provides a method for implement-
ing Viterbi decoding, comprising:

Calculating branch path measurement values of received
code words and reference code words;

Parallel accumulating the branch path measurement values
and measurement values corresponding to states to obtain
accumulated values according to a state transition diagram,
selecting a maximum accumulated value as a new measure-
ment value of a next state, and saving all survival path selec-
tion results until data for decoding ends; and

Starting traceback from a final state to obtain decoded data
according to the survival path selection results.

Preferably, before calculating the branch path measure-
ment values of the received code words and the reference
code words, the method further comprises:

Storing the data for decoding, which is input externally, in
a mode of interleaved memory; and reading the data for
decoding according to an external decoding instruction.

Preferably, parallel accumulating the branch path measure-
ment values and the measurement values corresponding to the
states to obtain the accumulated values according to the state
transition diagram, selecting maximum accumulated value as
the new measurement value of the next state, and saving all
survival path selection results until the data for decoding ends
comprises:

Multi-path fully-parallel accumulating the branch path
measurement values and the measurement values corre-
sponding to the states to obtain the accumulated values
according to the state transition diagram;

Selecting the maximum accumulated value as the new
measurement value of the next state according to the add-
compare-select rule, and saving all survival path selection
results; and

Returning to execute a next accumulation operation when
an accumulation time is less than a preset accumulation time;
and ending the accumulation flow when the accumulation
time is more than or equal to the preset accumulation time.

Preferably, after multi-path fully-parallel accumulating the
branch path measurement values and the measurement values
corresponding to the states to obtain the accumulated values
according to the state transition diagram, the method further
comprises:

Subtracting 1 from the secondary highest bit in the signifi-
cant bits of each accumulated value to obtain a new accumu-
lated value, if the highest bit in the significant bits of the
accumulated value corresponding to state 0 is 1, then using
the new accumulated value as the result of this accumulation
operation.

Preferably, the traceback depth is two times of the encod-
ing length.

The present disclosure provides a device for implementing
Viterbi decoding, comprising: a branch path measurement
module, an add-compare-select module and a traceback mod-
ule; wherein,

The branch path measurement module is configured to
calculate branch path measurement values of received code
words and reference code words;

The add-compare-select module is configured to parallel
accumulate the branch path measurement values and mea-
surement values corresponding to states to obtain accumu-
lated values according to a state transition diagram, select a
maximum accumulated value as a new measurement value of
a next state, and save all survival path selection results until
data for decoding ends; and

The traceback module is configured to start traceback from
a final state to obtain decoded data according to the survival
path selection results.
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Preferably, the device further comprising:

An input data storage module, configured to store the data
for decoding, which is input externally, in a mode of inter-
leaved memory; and read the data for decoding according to
an external decoding instruction.

Preferably, the add-compare-select module comprises: an
accumulation unit, a selection unit, a survival path storage
unit and a judgment unit; wherein,

The accumulation unit is configured to multi-path fully-
parallel accumulate the branch path measurement values and
measurement values corresponding to the states to obtain the
accumulated values according to the state transition diagram;

The selection unit is configured to select the maximum
accumulated value as the new measurement value of the next
state according to the add-compare-select rule;

The survival path storage unit is configured to save all
survival path selection results; and

The judgment unit is configured to return to execute a next
accumulation operation of the accumulation unit when an
accumulation time is less than a preset accumulation time;
and end the accumulation flow when the accumulation time is
more than or equal to the preset accumulation time.

Preferably, the add-compare-select module further com-
prises:

An anti-overflow unit, configured to subtract 1 from the
secondary highest bit in the significant bits of each accumu-
lated value to obtain a new accumulated value, if the highest
bit in the significant bits of the accumulated value corre-
sponding to state O is 1, then use the new accumulated value
as the result of this accumulation operation.

Preferably, the traceback depth employed by the traceback
module is two times of the encoding length.

In the disclosure, by modifying the traditional serial or
serial-parallel mixed mode for calculating the accumulated
path measurement values to a multi-path fully-parallel calcu-
lation mode, the throughput rate of the system data is
improved, and the decoding delay is merely in us level.

In the disclosure, the original mode of sliding window
traceback is also changed, decoding result is output by one
traceback, the traceback depth is two times of the encoding
length, but the second section traceback data in the traceback
depth is only valid. The accumulated values and state mea-
surement values needn’t to be stored. The method is simple
and efficient, and the performance of the system is also
improved.

The disclosure further proposes a novel anti-overflow
mode of accumulated path measurement value, the imple-
mentation is easier, and the bit width of the accumulated path
measurement value (also referred to as the accumulated
value) may be reduced.

In the disclosure, the input data for decoding is stored in an
interleaved mode, data input and decoding may be performed
simultaneously, so that the problem of processing delay
caused by waiting for decoding is solved.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a flow diagram of a method for implementing
Viterbi decoding according to the embodiments of the present
disclosure;

FIG. 2 is a structure diagram of a tail biting convolutional
encoder according to the related art of the present disclosure;

FIG. 3 is a state transition diagram of a tail biting convo-
Iutional encoder according to the related art of the present
disclosure;
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FIG. 4 is a flow diagram of accumulated path measurement
values according to one embodiment of a method for imple-
menting Viterbi decoding of the present disclosure;

FIG. 5 is a flow diagram of accumulated path measurement
values according to another embodiment of a method for
implementing Viterbi decoding of the present disclosure;

FIG. 6 is a flow diagram of a method for implementing
Viterbi decoding according to still another embodiment of the
present disclosure;

FIG. 7 is a structure diagram of an interleaved memory in
amethod for implementing Viterbi decoding according to one
embodiment of the present disclosure;

FIG. 8 is a structure diagram of a device for implementing
Viterbi decoding according to one embodiment of the present
disclosure;

FIG. 9 is a structure diagram of an add-compare-select
module in a device for implementing Viterbi decoding
according to one embodiment of the present disclosure;

FIG. 10 is a structure diagram of an add-compare-select
module in a device for implementing Viterbi decoding
according to another embodiment of the present disclosure;
and

FIG. 11 is a structure diagram of a device for implementing
Viterbi decoding according to still another embodiment of the
present disclosure.

The implementation of the purpose, function features and
advantages of the disclosure will be further described with
reference to drawings and embodiments.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

It should be understood that, specific embodiments
described herein are only used for explaining the disclosure,
not for limiting the disclosure.

FIG. 1 is a flow diagram of a method for implementing
Viterbi decoding according to the embodiment of the present
disclosure.

In the present embodiment, the method for implementing
Viterbi decoding comprises the following steps:

Step S10: Calculating the branch path measurement values
of received code words and reference code words;

The received code words are the data for decoding, and the
reference code words are the state output values of the
encoder. The state output values of the encoder and the data
for decoding are correlatively calculated to obtain the branch
path measurement values.

The present embodiment is mainly used for decoding error
correction codes in a data mobile communication system, for
example, the 3rd-Generation (3G) mobile communication
technology and Long Term Evolution (LTE) project. Details
description will be given below by taking the tail biting con-
volutional encoder provided in the 3GPP TS36.212 standard
as example.

With reference to FIG. 2, for the tail biting convolutional
encoder provided in the 3GPP TS36.212 standard, there are
total six shift registers D, the code rate is 4, the input signal
at each moment is C,, the output corresponding to each
moment is d,%, d, and 4, in a descending order, corre-
spondingly, the octal encoding polynomial is G,, G, and G,
therefore, there are 2°=64 states during each calculation,
respectively: Sg, S|, S,, . . ., Sg3, and the six registers are
expressed by vector: dd[5:0], wherein dd[0] is the trigger
corresponding to input.

dd changes during the encoding process: ddt[5:0]={ddt-1
[5:0], din}, from this formula, it may be seen that there are
two dds reaching one S, state: {0, ddt-1 [4:0]} and {1, ddt-
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1[4:0]}, and they meet: ddt[5:1]=ddt-1[4:0], ddt[0]=din. It
also may be seen that both {0, ddt-1[4:0]} and {1, ddt-1[4:
0]} may reach two states {ddt-1 [4:0], 0} and {ddt-1 [4:0],
1}.

Specifically, during the convolutional encoding process, at
T moment, two states S, and S, ;, (k=0 to 31) may reach
states S,,and S,,, |, S, is corresponding to input 0, and S, |
is corresponding to input 1. The highest bits of S, and S,,32
are respectively corresponding to 0 and 1, as shown in the
encoding/decoding state transition diagram in FIG. 3. For
example, by related calculation, it may be known that the
branch path measurement values from S, to S,, and from S, to
S, are respectively 5 and 3, and the branch path measure-
ment values from S, ;, to S,; and from S, 5, to S,,,, are
respectively 13 and 10.

Step S11: Parallel accumulating the branch path measure-
ment values and the measurement values corresponding to
states to obtain accumulated values according to a state tran-
sition diagram, selecting the maximum accumulated value as
the new measurement value of the next state, and saving all
survival path selection results until the data for decoding
ends;

With reference to FIG. 4, Step S11 may specifically com-
prise:

Step Al: Multi-path fully-parallel accumulating the branch
path measurement values and the measurement values corre-
sponding to the states to obtain accumulated value according
to the state transition diagram;

According to the state transition diagram, by means of
multi-path (for example, 32-path) fully-parallel, the branch
path measurement values and the measurement values corre-
sponding to the states are accumulated to obtain accumulated
values. For example, at T-1 moment, the measurement value
of S, is 26, the measurement value of S, ;, is 15, and the
branch path measurement values from S, to S,, and from S, to
S, are respectively 5 and 3, while the branch path measure-
ment values from S,,;, to S,; and from S, 5, to S,,,, are
respectively 13 and 10, by accumulating the branch path
measurement values and the measurement values corre-
sponding to the states it may be known that, the path accu-
mulated values reaching S,, are respectively 26+5=31 and
15+13=28, and the path accumulated values reaching S,,,
are respectively 26+3=29 and 15+10=25.

Step A2: Selecting the maximum accumulated value as the
new measurement value of the next state according to the
add-compare-select rule;

According to the add-compare-select rule, the path accu-
mulated values of two branches reaching a same state are
compared, the maximum path accumulated value is selected
as the new measurement value of the state, the selection
results are recorded until the data for decoding ends. For
example, according to Step A2, the maximum path accumu-
lated value 31 will be selected as the new measurement value
of'S,,, and the maximum path accumulated value 29 will be
selected as the new measurement value of S, , | . Therefore, at
T moment, the measurement values of S,, and S,,,, are
respectively 31 and 29, which are used as measurement val-
ues corresponding to states for accumulation operation at T+1
moment.

Step A3: Saving all survival path selection results;

According to the selection results in Step A2, all survival
path selection results are saved to form one survival path,
according to which the initial state is backtracked latter.

Step A4: Judging whether the accumulation time is less
than a preset accumulation time, if so, returning to execute
Step Al; otherwise, ending the accumulation flow.
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6

The preset accumulation time depends on both the length
of the code block and the circulation time of the external
decoding.

Step S12: Starting traceback from the final state to obtain
the decoded data according to the survival path selection
results.

After the data for decoding ends, the corresponding sur-
vival path selection results are obtained by Step S11, in Step
S12, traceback may be started from the final state to obtain the
decoded data. The final state may be state 0, and also may be
any state.

In this step, as the encoding mode of the encoder has been
determined before encoding, the reference code words or the
called encoding polynomial have been determined, how to
perform butterfly accumulation in Step S11 according to the
branch path measurement values obtained in Step S10
depends on calculation and selection of the states of the
reference code words and the input code words, and the
selection has to be performed in the add-compare-select inte-
rior. While in the present disclosure, according to add-com-
pare-select fully-parallel accumulation and the state transi-
tion feature of'the encoder, a lot of circuits for 32-path parallel
calculation fixed option may be reduced, and the system
resources may be saved.

In the present embodiment, by modifying the traditional
serial or serial-parallel mixed mode for calculating the accu-
mulated path measurement values to a multi-path fully-par-
allel calculation mode, the throughput rate of the system data
is improved, and the decoding delay is merely in us level.

In the present embodiment, when the accumulated path
measurement value is calculated, a large amount of resources
will be wasted if the bit width is not limited. For example, four
times of decoding circulation are performed, the length of the
code block is 128, the bit width of the input data for decoding
is 8-bit, so the bit width of the accumulated path measurement
values is 19-bit (28%3*128%4=2"%), at least 64 accumulated
path measurement value registers are needed, so that the
waste of resources is relatively serious. Therefore, in order to
reduce the waste of resources, with reference to FIG. 5, after
Step A2, the method may further comprise:

Step AS: Subtracting 1 from the secondary highest bit in the
significant bits of each accumulated value to obtain a new
accumulated value, if the highest bit in the significant bits of
the accumulated path measurement value corresponding to
state 0 is 1, then using the new accumulated value as the result
of' this accumulation operation.

First, it is necessary to judge whether the highest bit in the
significant bits (if signed digits are available, significant bits
are data bits other than sign bits) of the accumulated path
measurement value corresponding to state 0 is 1, if so, the
secondary highest bit in the significant bits of each accumu-
lated values is subtracted by 1, that is, the whole measurement
value is simply normalized to zero. For example, by taking
14-bit accumulated path measurement value as example,
when distance([12] is zero, normal operation is performed,
and the generated subtraction enabling signal sub_en is in low
level; when distance0[12] is 1, the generated subtraction
enabling signal sub_en is in high level, so that all survival
paths are subtracted by 0x800 (hexadecimal), i.e., the second-
ary highest bit in the significant bits of distanceO0, to prevent
the overflow of the accumulated measurement value effec-
tively.

The traditional anti-overflow step mainly depends on the
selection of the fixed value, and it is necessary to compare all
path measurement values and select the minimum one as the
fixed value, instead, the anti-overtlow step in the present
embodiment may save a lot of comparison and selection
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circuits and the subtraction circuit is quite simple as it is only
aimed at subtracting the three top bits of the accumulated
measurement value by 1.

In the present embodiment, in Step S12, the traceback
depth is two times of the encoding length. The specific trace-
back process is: from Step S11, the initial state of traceback
may be obtained as max_num|[5:0]=0, the front state of the
initial state is max_num[5:0]={qqq[max_num], max_num([5:
1]}, herein, qqq is the recorded 64-bit survival path value.
When the recorded survival path selection result qqq has to be
selected for traceback, the traceback depth is about 2*block _
size, the output result of decoding after traceback is
dec_bit=max_num[0]. When data is output, traceback data
obtained in a depth the first time of the encoding length is
abandoned, only traceback data obtained in a depth the sec-
ond time of the encoding length is used, therefore, traceback
data obtained in a depth only one time of the encoding length
is stored, no much thing is added in terms of resources. The
reason for the application of traceback depth that is two times
of'the encoding length is that, normal convolutional codes are
replaced with tail biting convolutional codes in the high-
speed decoding system, after emulation, it is found that the
performance of the decoder is improved by 0.2 dbto 0.3 db in
comparison with traceback in a depth that is one time of the
encoding length, therefore, in the present disclosure, the
application of traceback depth that is two times of the encod-
ing length guarantees the performance of the system. Further-
more, compared with multi-step traceback according to the
length of window in the traditional mode of sliding window
traceback, the control in the present disclosure is simpler, and
the implementation is more convenient.

The traceback control depends on the circulation time of
external decoding(max_times). When the external time
sequence control condition en_ 6s&(~en_ 5s)=1 is met, the
internal circulation count max_cnt is judged whether to be
equal to max_times, if so, decoding is stopped, and the cir-
culation counter(max_cnt) is zeroed; otherwise decoding is
started again, the internal decoding start flag(trace_flag)is set
as 1, and the max_cntis added by 1. Herein, starting traceback
to output the decoded result is only a simplified expression, it
actually also comprises address reading of the given survival
path and a plurality of operations such as corresponding con-
trol and storage. Theoretically, the more the circulation times,
the better the performance of the decoder, however, by means
of emulation, when the circulation times are more than four
circles, the performance of the decoder is improved slightly,
but the caused resource consumption is increased greatly,
therefore, the value of the circulation time (max_times) is
preferably between two circles and four circles.

In the present embodiment, after Step S11, after data for
decoding ends, six zeros may be input again, and Step S11
may be repeated. Because when the decoding circulation
times are reached (that is, data for decoding ends), in all state
measurements, only one state is corresponding to the maxi-
mum accumulated path measurement value, if traceback is
performed at this time, it is necessary to store the state mea-
surement value in each time of calculation in Step S11, to
obtain the state measurement value corresponding to the
maximum path measurement. In the present disclosure, in
order to save the storage space of the state measurement, after
the data for decoding ends, six zeros may be input again and
Step S11 may be repeated. As the encoder comprises six shift
registers, the add-compare-select internal comparator is mul-
tiplexed, after six times of add-compare-select calculation,
the path measurement values corresponding to all states are
equal to the maximum path measurement value, so that the
initial state may be backtracked according to the survival

10

15

20

25

30

35

40

45

50

55

60

65

8

path, that is, no state measurement value needs to be stored. It
should be understood that, during the traceback in Step S12,
the traceback length is increased by 6. Therefore, in Step S12
in the embodiment, the traceback depth is two times of the
encoding length plus 6.

With reference to FIG. 6, in the embodiment, before Step
S10, the method further comprises Step S14: storing the data
for decoding, which is input externally, in a mode of inter-
leaved memory; and reading the data for decoding according
to an external decoding instruction.

When the external decoding instruction is received, the
data for decoding, which is stored in the interleaved memo-
ries, is read in different time. With reference to FIG. 7, a
structure diagram of an interleaved memory is illustrated. The
interleaved memory comprises two memories SA and SB.
First, the two interleaved memories are judged to check
whether they are in idle state, if so, the new data for decoding
is allowed to be written into the interleaved memories; oth-
erwise the new data for decoding is prohibited to be written
into the interleaved memories. It is allowed to read the data for
decoding from the other memory while the data for decoding
is written into one memory. For example, at the time of the
first scene, the input data is cached to the memory SA, and at
the time of the second scene, by means of switchover of the
input data selection unit, the input data stream is cached to the
memory SB, simultaneously, data in the memory SA may be
sent out by means of selection of the output data selection
unit. At the time of the third scene, the input data stream is
cached to the memory SA, simultaneously, data in the
memory SB may be sent out by means of switchover of the
output data selection unit. In this way of circulation, seamless
buffering of data may be realized, and the post parallel pro-
cessing speed is greatly improved.

In the present embodiment, according to the maximum
encoding length supported by the decoder, a memory struc-
ture including a group of interleaved memories is employed,
each group may include three single-port RAMs respectively
used for storing three paths of data g0, g1 and g2 output by the
encoder. In this way, the next group of data for decoding may
be prepared simultaneously while Viterbi decoding is per-
formed, by means of interleaved memories, the processing
delay caused by waiting for storing data during the decoding
process is effectively reduced.

FIG. 8 is a structure diagram of a device for implementing
Viterbi decoding according to one embodiment of the present
disclosure.

In the embodiment, the device for implementing Viterbi
decoding comprises: a branch path measurement module 10,
anadd-compare-select module 11 and a traceback module 12;
wherein,

The branch path measurement module 10 is configured to
calculate the branch path measurement values of received
code words and reference code words;

The add-compare-select module 11 is configured to paral-
lel accumulate the measurement values corresponding to the
states and the branch path measurement values to obtain
accumulated values according to a state transition diagram,
select the maximum accumulated value as the new measure-
ment value of the next state, and save all survival path selec-
tion results until the data for decoding ends;

The traceback module 12 is configured to start traceback
from the final state to obtain the decoded data according to the
survival path selection results.

The received code words are the data for decoding, and the
reference code words are the state output values of the
encoder. The branch path measurement module 10 correla-
tively calculates the state output values of the encoder and the
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data for decoding to obtain the branch path measurement
values. From the encoding/decoding state transition diagram
as shown in FIG. 3, by related calculation, it may be known
that the branch path measurement values from S, to S,, and
from S, to S, are respectively 5 and 3, and the branch path
measurement values from S, ,;,t0 S, and from S, 5, 10S,,,;
are respectively 13 and 10.

With reference to FIG. 9, the add-compare-select module
11 specifically comprises: an accumulation unit 111, a selec-
tion unit 112, a survival path storage unit 113 and a judgment
unit 114; wherein,

The accumulation unit 111 is configured to multi-path
fully-parallel accumulate the measurement values corre-
sponding to the states and the branch path measurement val-
ues to obtain the accumulated values according to the state
transition diagram;

The selection unit 112 is configured to select the maximum
accumulated value as the new measurement value of the next
state according to the add-compare-select rule;

The survival path storage unit 113 is configured to save all
survival path selection results;

The judgment unit 114 is configured to return to execute
the next accumulation operation when the accumulation time
is less than preset accumulation time; and end the accumula-
tion flow when the accumulation time is more than or equal to
the preset accumulation time.

According to the state transition diagram, by means of
32-path fully-parallel, the accumulation unit 111 accumu-
lates the measurement values corresponding to the states and
the branch path measurement values to obtain the accumu-
lated values. For example, at T-1 moment, the measurement
value of S, is 26, the measurement value of S, 5, is 15, and the
branch path measurement values from S, to S,, and from S, to
S, are respectively 5 and 3, while the branch path measure-
ment values from S, ;, to S,; and from S, 5, to S,,,, are
respectively 13 and 10, by accumulating the measurement
values corresponding to the states and the branch path mea-
surement values, it may be known that, the path accumulated
values reaching S,, are respectively 26+5=31 and 15+13=28,
and the path accumulated values reaching S,,,, are respec-
tively 26+3=29 and 15+10=25. the selection unit 112 selects
the maximum accumulated value as the new measurement
value of the next state according to the add-compare-select
rule. That is, it selects the maximum path accumulated value
31 as the new measurement value of S,, and the maximum
path accumulated value 29 as the new measurement value of
S,z - Simultaneously, the survival path storage unit 113 will
save the path measurement value of each time of selection,
and the accumulation unit 111 ends the accumulation opera-
tion until the judgment unit 114 judges that the accumulation
time is more than or equal to the preset accumulation time.

In the embodiment, by modifying the traditional serial or
serial-parallel mixed mode for calculating the accumulated
path measurement values to a multi-path fully-parallel calcu-
lation mode, the throughput rate of the system data is
improved, and the decoding delay is merely in us level.

With reference to FIG. 10, the add-compare-select module
in the embodiment further comprises:

An anti-overflow unit 115, configured to subtract 1 from
the secondary highest bit in the significant bits of each accu-
mulated value to obtain a new accumulated value, if the
highest bit in the significant bits of the accumulated path
measurement value corresponding to state 0 is 1, then use the
new accumulated value as the result of this accumulation
operation.

In the embodiment, when the accumulated path measure-
ment value is calculated, a large amount of resources will be
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wasted if the bit width of the accumulated path measurement
value is not limited. For example, four times of decoding
circulation are performed, the length of the code block is 128,
the bit width of the input data for decoding is 8-bit, so the bit
width of the accumulated path measurement values is 19-bit
(28#3*128%4=2"%), at least 64 accumulated path measure-
ment value registers are needed, so that the waste of resources
is relatively serious. Therefore, the anti-overflow unit 114
judges whether the highest bit in the significant bits (if signed
digits are available, significant bits are data bits other than
sign bits) of the each accumulated path measurement value
corresponding to state O is 1, if so, it respectively subtracts the
secondary highest bit in the significant bits of all obtained
accumulated values by 1, that is, it simply normalizes the
whole measurement values to zero. For example, by taking
14-bit accumulated path measurement values as example,
when distance([12] is zero, normal operation is performed,
and the generated subtraction enabling signal sub_en is in low
level; when distance0[12] is 1, the generated subtraction
enabling signal sub_en is in high level, so that all survival
paths are subtracted by 0x800 (hexadecimal), i.e., the second-
ary highest bit in the significant bits of distanceO0, to prevent
the overflow of the accumulated measurement values effec-
tively.

The traditional anti-overflow step mainly depends on the
selection of the fixed value, and it is necessary to compare all
path measurement values and select the minimum one as the
fixed value, instead, the anti-overflow step in the embodiment
may save a lot of comparison, and selection circuits and the
subtraction circuit is quite simple as it is only aimed at sub-
tracting the three top bits of the accumulated measurement
value by 1.

In the embodiment, in the traceback module 12, the trace-
back depth is two times of the encoding length. The specific
traceback process is: from Step S11, the initial state of trace-
back may be obtained as max_num][5:0]=0, the front state of
the initial state is max_num[5:0]={qqq[max_num], max_
num([5:1]}, herein, qqq is the recorded 64-bit survival path
value. When the recorded survival path selection result qqq
has to be selected for traceback, the traceback depth is about
2*block_size, the output result of decoding after traceback is
dec_bit=max_num[0]. When the data is output, traceback
data obtained in a depth the first time of the encoding length
is abandoned, only traceback data obtained in a depth the
second time of the encoding length is used, therefore, the
traceback data obtained in a depth only one time ofthe encod-
ing length is stored, no much thing is added in terms of
resources. The reason for the application of traceback depth
that is two times of the encoding length is that, normal con-
volutional codes are replaced with tail biting convolutional
codes in the high-speed decoding system, after emulation, it
is found that the performance of the decoder is improved by
0.2 db to 0.3 db in comparison with traceback in a depth that
is one time of the encoding length, therefore, in the disclo-
sure, the application of traceback depth that is two times of the
encoding length guarantees the performance of the system.
Furthermore, compared with multi-step traceback according
to the length of window in the traditional mode of sliding
window traceback, the control in the disclosure is simpler,
and the implementation is more convenient.

In the embodiment, the add-compare-select module 11 is
further configured to, after data for decoding ends, input six
zeros again and repeat the accumulation operation of the path
measurement values. Because when the decoding circulation
times are reached (that is, data for decoding ends), in all state
measurements, only one state is corresponding to the maxi-
mum accumulated path measurement value, if traceback is
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performed at this time, it is necessary to store the state mea-
surement value in each time of add-compare-select calcula-
tion of the add-compare-select module 11, to obtain the state
measurement value corresponding to the maximum path
measurement. Therefore, in the disclosure, in order to save
the storage space of the state measurement, after data for
decoding ends, six zeros are input again, and the accumula-
tion of the path measurement value is repeated. As the
encoder includes six shift registers, after six times of add-
compare-select calculation, the path measurement values cor-
responding to all states are equal to the maximum path mea-
surement value, so that the initial state may be backtracked
according to the survival path, that is, no state measurement
value needs to be stored. It should be understood that, when
traceback is performed in allusion to the results saved in the
add-compare-select module 11, the traceback length is
increased by 6. Therefore, in the embodiment, the traceback
depth employed by the traceback module 12 is two times of
the encoding length plus 6.

With reference to FIG. 11, a structure diagram of a device
for implementing Viterbi decoding in still another embodi-
ment of the disclosure is illustrated.

On the basis of the above embodiment, the device for
implementing Viterbi decoding in the embodiment further
comprises:

An input data storage module 13, configured to store the
data for decoding, which is input externally, in a mode of
interleaved memory; and read the data for decoding accord-
ing to an external decoding instruction.

When the external decoding instruction is received, the
data for decoding, which is stored in the interleaved memo-
ries, is read in different time. The input data storage module
13 comprises a group of interleaved memories, each group of
memories consists of three small storage areas (for example,
single-port RAM) respectively used for storing three paths of
data g0, gl and g2 output after being encoded. First, the
interleaved memories are judged to check whether they are in
idle state, if so, new data for decoding is allowed to be written
into the interleaved memories; otherwise new data for decod-
ing is prohibited to be written into the interleaved memories.
Itis allowed to read data for decoding from the other memory
while data for decoding is written into one memory. The input
data storage module 13 is mainly controlled by an external
time sequence control module to send input data to the branch
path measurement module 10 in parallel. Therefore, the next
group of data for decoding may be prepared simultaneously
while Viterbi decoding is performed, by means of interleaved
memories, the processing delay caused by waiting for storing
data during the decoding process is effectively reduced.

The descriptions above are only the preferable embodi-
ment of the present disclosure, which are not used to restrict
the present disclosure. For those skilled in the art, the present
disclosure may have various changes and variations. Any
amendments, equivalent substitutions, improvements, etc.
within the principle of the present disclosure are all included
in the scope of the protection of the present disclosure.

What is claimed is:
1. A method for implementing Viterbi decoding, compris-
ing:

calculating branch path measurement values of received
code words and reference code words;

parallel accumulating the branch path measurement values
and measurement values corresponding to states to
obtain accumulated values according to a state transition
diagram, selecting a maximum accumulated value as a
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new measurement value of a next state, and saving all
survival path selection results until data for decoding
ends;
starting traceback from a final state to obtain decoded data
according to the survival path selection results; and

wherein parallel accumulating the branch path measure-
ment values and the measurement values corresponding
to the states to obtain the accumulated values according
to the state transition diagram, selecting maximum accu-
mulated value as the new measurement value of the next
state, and saving all survival path selection results until
the data for decoding ends comprises: multi-path fully-
parallel accumulating the branch path measurement val-
ues and the measurement values corresponding to the
states to obtain the accumulated values according to the
state transition diagram; selecting the maximum accu-
mulated value as the new measurement value of the next
state according to the add-compare-select rule, and sav-
ing all survival path selection results; and returning to
execute a next accumulation operation when an accu-
mulation time is less than a preset accumulation time
and ending the accumulation flow when the accumula-
tion time is more than or equal to the preset accumula-
tion time.

2. The method for implementing Viterbi decoding accord-
ing to claim 1, wherein before calculating the branch path
measurement values of the received code words and the ref-
erence code words, the method further comprises:

storing the data for decoding, which is input externally, in

a mode of interleaved memory; and reading the data for
decoding according to an external decoding instruction.

3. The method for implementing Viterbi decoding accord-
ing to claim 1, wherein after multi-path fully-parallel accu-
mulating the branch path measurement values and the mea-
surement values corresponding to the states to obtain the
accumulated values according to the state transition diagram,
the method further comprises:

subtracting 1 from the secondary highest bit in the signifi-

cant bits of each accumulated value to obtain a new
accumulated value, if the highest bit in the significant
bits of the accumulated value corresponding to state 0 is
1, then using the new accumulated value as the result of
this accumulation operation.

4. The method for implementing Viterbi decoding accord-
ing to claim 1, wherein the traceback depth is two times of the
encoding length.

5. A device for implementing Viterbi decoding, compris-
ing: a branch path measurement module, an add-compare-
select module and a traceback module; wherein,

the branch path measurement module is configured to cal-

culate branch path measurement values of received code
words and reference code words;

the add-compare-select module is configured to parallel

accumulate the branch path measurement values and
measurement values corresponding to states to obtain
accumulated values according to a state transition dia-
gram, select a maximum accumulated value as a new
measurement value of a next state, and save all survival
path selection results until data for decoding ends;

the traceback module is configured to start traceback from

a final state to obtain decoded data according to the
survival path selection results; and

wherein the add-compare-select module comprises: an

accumulation unit, a selection unit, a survival path stor-
age unit and a judgment unit; wherein the accumulation
unit is configured to multi-path fully-parallel accumu-
late the branch path measurement values and measure-
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ment values corresponding to the states to obtain the
accumulated values according to the state transition dia-
gram; the selection unit is configured to select the maxi-
mum accumulated value as the new measurement value
of the next state according to the add-compare-select
rule; the survival path storage unit is configured to save
all survival path selection results; and the judgment unit
is configured to return to execute a next accumulation
operation of the accumulation unit when an accumula-
tion time is less than a preset accumulation time and end
the accumulation flow when the accumulation time is
more than or equal to the preset accumulation time.

6. The device forimplementing Viterbi decoding according
to claim 5, further comprising:

an input data storage module, configured to store the data

for decoding, which is input externally, in a mode of
interleaved memory; and read the data for decoding
according to an external decoding instruction.

7. The device for implementing Viterbi decoding according
to claim 5, wherein the add-compare-select module further
comprises:

an anti-overflow unit, configured to subtract 1 from the

secondary highest bit in the significant bits of each accu-
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mulated value to obtain a new accumulated value, if the
highest bit in the significant bits of the accumulated
value corresponding to state O is 1, then use the new
accumulated value as the result of this accumulation
operation.

8. The device for implementing Viterbi decoding according
to claim 5 wherein the traceback depth employed by the
traceback module is two times the encoding length.

9. The method for implementing Viterbi decoding accord-
ing to claim 2, wherein the traceback depth is two times the
encoding length.

10. The method for implementing Viterbi decoding accord-
ing to claim 6, wherein the traceback depth is two times the
encoding length.

11. The device for implementing Viterbi decoding accord-
ing to claim 6 wherein the traceback depth employed by the
traceback module is two times the encoding length.

12. The device for implementing Viterbi decoding accord-
ing to claim 7 wherein the traceback depth employed by the
traceback module is two times the encoding length.
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